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ABSTRACT:

There is a need to create the prototype of the temontrol room for the COMPASS
experiment. Solution has to be the robust and plartarototype of the whole control room.
The implementation uses several PCs with kickstestallation. As a result there is a new
control room with the same functionality as thegomal one. The prototype laid the
foundation for spreading control rooms to the im&ns involved in the COMPASS
experiment.
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COMPASS Experiment”

COMPASS is a high-energy physics experiment atStper Proton Synchrotron (SPS) at
CERNin Geneva, Switzerland. The purpose of this expent is the study of hadron
structure and hadron spectroscopy with high intgmsuon and hadron beams.

Experiments were running during previous yearsesR@02. They are going to continue after
a short stop on summer 2011.

Nearly 240 physicists from 11 countries and 28itasbns work in COMPASS.

Schema of detectors of COMPASS is on picture COM®&A8mposition.

COMPASS Composition

Motivation

The COMPASS experiment is currently being monitoaed controlled from the building
888 (experiment hall), where detectors are locatedexactly where the beam of particles
goes through. There are many advantages and alspdisadvantages of this configuration.
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Advantage is that you can actually see the placeaye trying to control. You can go around
the place and check whether everything is on itd apd no malfunction occurred. On the
other hand main disadvantage is simply, that yoeeha be in that very building and to
perform any task you have to go to the experimatitand do it there. Also the environment
is little uncomfortable because it is actually #edéor installation, not monitoring station.

It seems logical to try to make another room, whwiii also be possible to use for
controlling the experiment. It could provide thengafunctionality in much more comfortable
location. One should be able to perform the samsk && in the old run control center,
because otherwise it will make no use. It couldrsée be great idea at all, but there are also
disadvantages. Probably the biggest possible probldl be if something goes wrong. For
example any of gas tanks starts to leak, some phgrdets broken or any other malfunction
happens. When you are on place you can immedistatito solve the problem issue. When
you are not on place, somebody responsible musbiiacted to get it done. It can take time
and in the worst case it could even be late whenptrson responsible on place gets there.
Because of that reason it is necessary to hold smuople in or at least close to the building
in the case of emergency.

Portability is also great advantage. Once configued set up on one place, it is possible to
make the exact same installation on basically @hgragplace around the world with internet
access (after solution of minor additional problem#ich would cause the security of
networking), thus it will be possible to make rwntrols from practically anywhere.

The initialization of the COMPASS Remote Control R@m - Kickstart

The data acquisition system of the COMPASS experinmgerunning on tens of computers
mostly with the Scientific Linux CERN operating 8. Therefore, it is essential to
automate the installation process. The Scientifituk CERN uses the Anaconda system
installation program that supports the unattenaesthllation method based on the kickstart
files. The kickstart file is a plain text file thabntains instructions and options that are passed
to the Anaconda program during the installationcpss. These parameters include location
of the installation tree, disk partitioning schemetwork configuration, package selection,
post installation tasks, and other relevant infdrama The kickstart files are published by the
CERN Automated Installations Management SystemsVI@I infrastructure. During the
installation, the computer boots over a network auwivnloads the kickstart file. The
kickstart file is passed to the Anaconda progranmchviparses it, retrieves the installation
tree, and attempts to start the unattended instadla

Computers in the COMPASS domain can be divided ssteeral groups according to their
purpose (run control, event building, readout, Typically, computers in a group share the
same configuration which differs only in a netwadttings (i.e. hostname and IP address),
thus the use of templates is supported. A tempéaeesents a group of computers; kickstart
for individual machines are automatically generdted the templates. This greatly reduces
time required to deploy the systems. Additionaifysome machine crashes during the data
taking, it is very easy and fast to replace it hyeav machine installed according to the same
kickstart file. The kickstart file should be updat® hold the most recent configuration of
software.

Software of the COMPASS Remote Control Room

Cesar

Cesar is the software running on the NetBeans grlatf Its main purpose is to provide
information about magnetic coils, beamline, shigldsgets, and other devices. It can also
handle them (for example it is possible to clogelibam line with concrete shielding to allow
entering the area and do the maintenance).



Date Control

The main purpose of the Data Control rests in datquisition management. It allows

operator to start the data acquisition, set fileand to create or edit triggers. Despite of this
functionality the software provides run-time moning in the real-time. The Date Control

software is intended to be executed on the Runr@Glontachine. Regardless of the Run
Control, the Data Control can run on another comput the very same time. In this case
only one instance has permission to manage anceghef them will only be able to display

the data and the status only.
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Date Control: Controller Status (left), Detectoestinigs (right)
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Date Control: Interface Status of Read Out Buffer

DCS

DCS (or the Detector Control System) is a complete ugerface for setting and reading all
the relevant parameters for the operation of varidetectors and data acquisition elements
such as gas pressures, voltages, temperatures agdetic fields. Architecture of DCS
allows to check and control a large variety of desiin a coherent and transparent way (such



as control of crates and power supplies, monitoahgoltages and currents, monitoring of
gas pressure, fluxes and mixtures in gaseous chahenitoring of temperature, humidity,
pressure and magnetic field in specific placesxpkeement hall).

The DCS controls a large number of devices spread 200 meters along the spectrometer
and in the beam tunnel (a total of about 2000 laigh low voltage channels are constantly
monitored by DCSY!
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MurphyTV

The read-out chain and the front-end electroniahefdetectors are monitored by a software
tool MurphyTV. Headers of events are read on tlyediliring the data taking and are
monitored to test their quality. Failures are detdcby error words generated before
monitoring, or by inconsistent data format (misshngaders, incoherent event numbers in
different parts of one event). MurphyTV reportsréherrors in a graphical interfateé.
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MurphyTV
COOOL

Regardless of the data acquisition runs a softyaekage named COOOICOMPASS
Object Oriented Online). The COOOL package is based on the RBQibrary and is
designed to either obtain data from CASTOR (CERAsanced Storage) or to acquire
online data during experiment and its pre-procgsdtneprocessed data are then stored back
into CASTOR or into COMPASS online databases. CO@@b provides user interface for
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real-time control of data which can be produced imistograms using ROOT. COMPASS
experiment device contains over 200 detectors &d@QL monitors all of them.
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COOOL

The most common output stream of COOOL are ROOTodriams (as mentioned above),
which are generated during experiments and proegkential information for indicating
current status of an experiment in real-time amdoat without delay. Histograms typically
show currently measured data and normalized vabifgrences between those values may
indicate nonstandard detector behavior or étfor.

IP Cameras

An internet protocol (IP) camera can send and vecgata via a computer network. The main
advantage of the IP cameras is, that live videmfselected locations in experiment hall can
be broadcasted to control room; especially liveastr from key points which can be the
cause of malfunctions during the run. Basicalhgyt remove the duty to provide control
sentry-go. Additionally, the use of the IP camesases up control room staff's time and
doesn’t distract attention from a run control. F@rtCameras control, there is one stand-alone
computer equipped with one standard 21-inch LCDsitaeen.

InfoLogger

InfoLogger is a part of the DAT# system which by default runs under the GNU/Linux.
Basically, infoLogger provides storing of the infaking output from data acquisition over
the experiment to the MySQL database séfvefhere is alsdnfoBrowser along with
infoLogger to display data. MySQL database, whbeeedata from experiment are stored, is
being accessed by the infoBrowser. Plus, infoBrowsevides additional functionality of
displaying acquired data.
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InfoBrowser

OP Vistars Tool
The display runs on a single-purpose computer.dé€germined to provide the information
about the status of the particle accelerator. ¢h, f@ERN TV displays information about the
beam such as the cycle status and energy. It atsidpes info about the intensity of the beam
on each target. Additionally, operator’s announcatsare provided through CERN TV

Cern TV Screen

General Purpose Computer

Within remote control room, there are two computerended to be used for general
purposes. Both workstations are connected to thergepurpose network (GPN) and one of
them is connected to COMPASS network, too. The eotion to the GPN allows browsing

the internet. There are two computers with differ&$. The first one is powered by the
Windows, the second one by the Linux OS.

Logbook
The logbook is a web-based application developedii® COMPASS experiment connected
to a MySQL database for the permanent storage asg search of the comments and
annotations. A large variety of information is stbrautomatically at the beginning of each
data run. The list of automatically stored inforioatis following:

* information from the DAQ system

» information provided by the shift crew

» trigger information

* beam line information

» status of the COMPASS target

e currents of spectrometer magnet SM1 and SM2

* COOOL histograms

* text output from the MurphyTV software

All stored information can be retrieved, searched displayed through a web client.

Logbook

Control room

The solution of installation of the control roomshkeen projected and then carried out
regarding to the integrity of individual workspacasd their relationships. The robust and
portable prototype of the remote control room heasnbimplemented. For the implementation
has been used eight PCs which were ergonomicaploged according user requirements.
Due to the fact that some workspaces are intenolednt multiple programs simultaneously
additional graphic cards have been installed amdess connected. For these workspaces
additional graphic cards have been installed. Owalkspaces have been installed operation
systems and required software using kickstart fitesn network. The connection to the



COMPASS project has been established and worksttidave been tested.
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Final workspace set up

Ganglia

Ganglia is a scalable distributed system monital tor high-performance computing
systems such as clusters and grids. It allows #e to remotely view live or historical
statistics ssuch as CPU load averages or netwdlikation) for all machines that are being
monitored?

Problems

The nonstandard configuration of multiple monitorstwo specific computers was the
biggest problem in the instalation of control rodrhe first problematic computer was the
one with DAQ intended to be split on 24-inch mondad 22-inch monitor. There was the
problem with resolution, which is not same on bdile, bigger monitor has ratio 16:10 and
the smaller has 16:9. This has been solved by @sangconfiguration file and newer drivers
for dedicated grafic card has been installed.

Configuration of the computer with three 22-inchmtors (with the request of option of
extension to four monitors, which will be made asrsas monitors are mounted on the wall)
was the second problem. This has been solved bggteo dedicated graphic cards Radeon
5450 to the computer and by re-writing the defaaltfiguration file xorg.conf. At first it was
necessary to write two sections for each combinatfagraphic card and monitor, where
GPUs are identified by the BusID and monitor byesarnumber.

Section "Device" Busl D "PCl:32:0:0"
|dentifier "DeviceO" Screen 1
Driver "fglrx" EndSecti on
Busl D "PCl : 32:0:0"
Screen 0 Section "Device"
EndSecti on |dentifier "Device2"
Driver "fglrx"
Section "Device" Busl D "PCl: 1:0:0"
Identifier "Devicel" EndSecti on
Driver "fglrx"



/lcontinue in the second column

Acquirement of unique desktop for each monitoraadtof cloning was a second thing to do.

Section "ServerLayout"”

I dentifier "Mul ti head I ayout™

Screen 0 "Screen0" 0O

Screen "Screenl" LeftOF "ScreenQ"

Screen "Screen2" LeftOF "Screenl"

I nput Devi ce " Keyboar d0" " Cor eKeyboar d"
EndSecti on

Finally was written default resolution section.

Section "Screen"

| dentifier "ScreenO"
Devi ce "Devi ce0"
Moni t or "Moni t or 0"
Def aul t Dept h 24
SubSecti on "Di spl ay"
Vi ewport 00
Dept h 24
Modes "1920x1200"
EndSubSecti on

EndSecti on
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